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Testing the robustness of allele-specific gene expression measurements under field conditions

RNA is less stable than DNA, and RNA profiles have been known to change post-sampling, depending on the quality of storage conditions and the timeliness of follow-up analyses. ASGE measurements are less likely to be vulnerable to these problems than total gene expression measurements because they focus on the relative expression of the two alleles of a gene, not the total absolute expression of the gene. Additionally, comparisons are made within individuals, so both alleles are exposed to the same environmental conditions in vivo, during sampling, and during post-sampling transport. These qualities should make ASGE measurements well suited to studies for which sampling is conducted under field conditions. To confirm this, we performed an experiment to test that our ASGE measures were robust to our sampling and transport protocol. 


Specifically, we conducted a comparison of ASGE measurements for three of the genes (CCL5, CXCR4, and TAP2) in our gene set under three different storage conditions, ranging from ideal conditions to substandard conditions. The genes chosen for this analysis include a gene for which strong common ASGE was detected (CCL5), a gene for which weak common ASGE was detected (CXCR4), and a gene for which no signature of common ASGE was detected (TAP2), according to the criteria outlined in the Materials and Methods. This allowed us to assess whether sampling condition either exaggerates or reduces ASGE estimates for genes that show ASGE, or whether it can introduce false positives for genes that do not show ASGE. 


We darted 8 individuals in Amboseli in March 2009 and collected blood in PaxGene RNA tubes for later RNA extraction. We then shipped the blood samples via a half hour flight to Nairobi, Kenya, 20 – 24 hours after collection, the earliest transport time possible and well within the preservation tolerance of PaxGene RNA tubes. Each sample was taken directly to the Institute of Primate Research (IPR), which maintains a molecular biology lab equipped for RNA extraction. At IPR, each sample was subdivided into three parts, so that the first subsample could be extracted at IPR, and the second and third subsamples could be transported to the United States following our normal protocols for comparison. 


Subsample set 1 reflected ideal conditions, in that the samples were never frozen and were extracted at the earliest possible time point, the day after samples were collected in the field. Indeed, waiting 24 hours post-sampling has been recommended for clinical samples collected in PaxGene tubes in order to improve cell lysis and thereby increase overall RNA yield (Wang et al. 2004).


Subsample set 2 followed our standard protocols, as outlined in the main text. These samples were frozen in Nairobi, beginning approximately 24 hours after collection, until they could be hand-couriered to the United States on ice. They were then kept at 4° C for less than 3 days prior to RNA extraction.


Subsample set 3 reflected poorer conditions than in our standard protocol, and also poorer conditions than recommended by the PaxGene tube manufacturers. These samples were frozen in Nairobi, hand-couriered to the US on ice, and then kept at 4° C for 10 full days prior to RNA extraction, twice the amount of time recommended by the PaxGene manufacturers (samples are recommended to be kept at 4° C no longer than 5 days: see the manufacturer literature at http://www.preanalytix.com/RNA.asp). By including this treatment in our validation experiment, we tested whether we could induce biased allele-specific gene expression measurements by using substandard RNA storage protocols.


Six additional animals were darted and sampled in December 2008 or January 2009 for other purposes. RNA samples in PaxGene tubes for these animals had been stored at -20º C in Nairobi. We also divided these samples in three parts (subsample set 1: extracted at IPR; subsample set 2: extracted in the United States < 3 days after arrival; subsample set 3: extracted in the United States 10 days after arrival) and included them in a second tier of comparisons, after our analyses showed no significant differences in sample quality between these samples and those collected in March 2009.


We genotyped the test subjects for the validation experiment at all three test loci. We then evaluated ASGE for assay SNP heterozygotes for these genes. These assays followed our normal protocols, except that in each case, each individual was represented by three separate cDNA samples: one extracted in subsample set 1 (ideal conditions), one extracted in subsample set 2 (standard conditions), and one extracted in subsample set 3 (poor conditions). We repeated each set of assays across two independent plates. We then used general linear mixed models to model the log2-transformed value for ASGE, treating sampling condition as a fixed effect and plate identity and individual as random effects. Models were fit using the lmer function in the lme4 package in R; p-values were assigned using the pvals.fnc function in the languagesR package in R (R Development Team 2007). If measurements of allele-specific expression were robust to field sampling conditions, then we expected to see no significant effect of sampling condition within this model. Because measurements for all individuals at CCL5 suggested ASGE, we also assessed the correlation between CCL5 measurements for the same individuals across the three conditions. 

Results


We were able to analyze variation in ASGE measurements in three individuals darted in the main validation set for CCL5 and CXCR4, and two individuals darted in the main validation set for TAP2. Sampling condition was not a significant effect within the model for any of the three genes (CCL5: n = 9 sets of individual by treatment measurements, p = 0.837; CXCR4: n = 9, p = 0.677; TAP2: n = 6, p = 0.194); nor was sampling condition significant when including measurements made for the five individuals darted in January 2009, which increased the sample size for CCL5 to 7 baboons and for CXCR4 to 6 baboons (CCL5: n = 21 sets of individual by treatment measurements, p = 0.501; CXCR4: n = 18, p = 0.941). Additionally, for CCL5, the correlation across sampling conditions was high and significant in all three pairwise comparisons (r was greater than 0.98 in all cases: see Table S1). A summary of the results for all three genes is depicted in Figure S1.

Correction of ASGE measurements using genomic DNA measurements


ASGE measurements result from a combination of PCR (to produce the pyrosequencing template) and cycle sequencing. These processes can sometimes result in a purely technical bias in the relative signal for each allele, so that one allele of a gene produces slightly different levels of signal than the alternative allele even when they are equally represented in the sample. To control for this source of technical bias, we ran corresponding assays using genomic DNA extracted from the same individuals in parallel with the expression assays (as in 


Tung et al. 2009; Wittkopp et al. 2004) ADDIN EN.CITE . Two independent replicates were run on each plate, for a total of four genomic DNA controls per individual per gene (six for IL6). Both alleles of a gene should be equally represented in genomic DNA; thus, any differences identified from the genomic controls can be used to generate a correction factor for technical bias equal to 1/b, where b represents the ratio measured in the genomic DNA. Except where noted, we analyzed ASGE by multiplying the average correction factor over the two genomic DNA controls per individual per gene in a plate with all parallel measurements of gene expression for the same individual-gene combination on the same plate. These corrected ratios were then log2-transformed for downstream analyses. 

Calculation of variance explained by genotype in the final model

In order to provide an estimate of the variance in ASGE measurements explained by an associated genotype for FY and CCL5, we (1) took a summary value for ASGE for each individual in the data set for each gene, (2) regressed the summary value onto year of sampling, and then (3) calculated the percentage of variance in the residuals from this regression analysis explained by genotype heterozygosity or homozygosity at the SNP of interest. 


The summary value for each individual was calculated by averaging the ASGE measurements over the technical replicates for each individual on a single pyrosequencing plate (resulting in two means per individual, each corresponding to the mean of the technical replicates on one of the two replicate plates), and then averaging across the two means per plate to produce a grand mean estimate of ASGE for that individual. We produced a single average in this way because, while most individuals were represented by 8 total technical replicates in the data set (4 on each of two plates), some individuals were missing values. Thus, by assigning each individual a single value, all individuals were weighted equally when assessing the amount of variance explained by genotype. We used the residuals of the ASGE data on year of sampling because we wished to estimate the amount of variance explained by genotype after taking year of sampling into account. For both FY and CCL5, we only estimated variance explained for genotype at the SNPs identified as significantly associated with ASGE (one SNP for each gene) in the final model. 

GEI analysis and an alternative approach to investigating GEI

We performed the GEI analysis for FY and CCL5 using the residuals of the initial mixed models (investigating the relationship between genotype and allelic imbalance at these two loci) as the response variable. We chose to use the residuals of this analysis for the following reasons: (1) We were interested in whether the effect of maternal dominance rank interacted with the specific genotype effect on ASGE identified in the initial mixed model. Because we did not know what that genotypic effect would be (or indeed, whether we would identify one) in the initial analysis, we could not test the hypothesis that social rank interacted with genotype to influence ASGE other than by testing for a social rank effect with every SNP in the regulatory region. Constructing such a model would actually test a subtly different hypothesis than the one we were interested in (whether the environmental effect of social rank interacted with any of the several genetic variants in the cis-regulatory region of the two genes, not whether it interacted with the putatively functional variant) and would involve fitting a large number of parameters relative to the sizes of our data sets. (2) We were interested in evaluating whether a gene-environment interaction explained a significant amount of additional variance in the ASGE phenotype over that explained by the genotype and year of sampling effects alone. Analyzing the residuals of our initial model gave us confidence that the GEI we identified did indeed fulfill this expectation.

Using this approach, we tested for GEIs involving maternal dominance rank at CCL5 and FY by fitting a model incorporating social status separately for individuals that were homozygous for a putative functional genotype and for individuals that were heterozygous for a putative functional genotype. This allowed us to directly test the prediction of a GEI on ASGE that involves the genotype previously identified: that we should see an effect of environment (a significantly non-zero beta) for heterozygotes. but no effect for homozygotes. These results are reported in the main text.


An alternative approach is to test for a significantly improved fit to the data when incorporating a GEI effect (maternal rank x genotype, where genotype is coded as homozygous or heterozygous) versus when the GEI effect is excluded. We used a likelihood ratio test for the CCL5 data to test for such an improvement, comparing the model from our initial association between genotype and ASGE (Model 1) to the same model with the GEI effect included (Model 2), as follows:




Model 1: 
[image: image1.wmf]



Model 2: 
[image: image2.wmf]
where y is allelic imbalance, indexed by individual i and year of sampling j; (g is a fixed effect of homozygous or heterozygous genotype, Gi; (gxe is a fixed effect of the interaction between genotype and maternal dominance rank, Mi; Yj is a random effect of year of sampling (2006, 2007, or 2008; one individual was sampled in 2005 and grouped with the 2006 samples); b is the intercept; and ( is the model error. The improvement in the log likelihood of Model 2 (lnL = -151.8) over Model 1 (lnL = -166.9) is expected to be chi-squared distributed with 2 degrees of freedom, which in this case yields a p-value of 2.77 x 10-7. Incorporating a GEI term between maternal dominance rank and genotype therefore significantly improves the fit of the model to the data; that is, this alternative approach produces the same result that our original approach produced.

Table S1. Correlations between CCL5 measurements obtained under different sample storage conditions1.

	
	Subsample 1
	Subsample 2
	Subsample 3

	Subsample 1
	*
	0.986 (0.001)
	0.998 (0.007)

	Subsample 2
	*
	*
	0.993 (0.007)

	Subsample 3
	*
	*
	*


1Values of r are given for each cell with associated p-values from 1000 random permutations in parentheses.

Table S2-S5. Year of sampling (e.g., batch) effects on ASGE measurements for genes that exhibit common allelic imbalance in the Amboseli population. Batch effects are likely to result from the fact that the study subjects reside in an unmanaged environment which exhibits natural ecological variation from year to year that could potentially influence ASGE. Additionally, year of sampling indexes differences in the precise timing of storage and transport of samples, and differences in the timing of lab work (including RNA extraction, reverse transcription, and pyrosequencing measurements, as well as reagent batches). Each table shows the p-values for pairwise two-tailed Wilcoxon summed ranks analyses comparing the distributions of ASGE measurements sampled in different years, over all measurements. Significant p-values reject the null hypothesis that the distributions of ASGE between years are the same, and are boldfaced. Because some year of sampling effects were significant, we controlled for year of sampling when testing for an association between ASGE and genetic variation. Sample size (number of individuals) per gene per year is given in parentheses below year on the top line.

Table S2. CCL5
	
	2006 (14)
	2007 (10)
	2008 (12)

	2006
	*
	0.018
	0.131

	2007
	
	*
	0.771

	2008
	
	
	*


Table S3. CXCR4
	
	2006 (20)
	2007 (15)
	2008 (15)

	2006
	*
	0.114
	0.007

	2007
	
	*
	0.305

	2008
	
	
	*


Table S4. FY
	
	2006  (16)
	2007 (13)
	2008 

(9)

	2006
	*
	2.5 e -4
	0.027

	2007
	
	*
	0.744

	2008
	
	
	*


Table S5. IL10
	
	2006 (12)
	2007 (10)
	2008

(9)

	2006
	*
	0.228
	0.508

	2007
	
	*
	0.604

	2008
	
	
	*


Table S6-S10. Correlations (R2) between heterozygosity/homozygosity at different sites in the sequenced cis-regulatory regions and consensus sequence for each locus for individuals in the ASGE sample set, with variable sites in bold (abbreviated using IACUC ambiguity codes). All sites are included, regardless of whether they were incorporated into the association between ASGE and regulatory variation.

Table S6. CCL5

	001  GAGATCTTTC TCTCTCTCTC TCTCTGCTTC TCAACAAGCC TCTAATCAAT

051  TATTCTACTT TATAAACAAG GAAATAGAAC TCAAAGACAT TAAGCACTTT

101  TCCCAAAGGT CACTTAGCAA GTAAATGGGA GASACCCTAT GGCCAGGATG

151  AAAGAAAGAA ATTCCCACAA GAGGACTCAT TCCAACTCAT ATCTGGTGAA

201  AAGGTCCCCA ATGCCCAGCT CAGATCAACT GCCTCAATGT ACAGTGAGAG

251  TGTGCTCACC TYCTTTGGGG ACTGTATATC CAGAGCACCC TCCTCAATAA

301  AACACCTTAT AAATAACATC CTTCCATGGR TGAGGGAAAG GAGATAAGAT

351  CTGTAATGAA TAAGCAGGAA CTTTGAAGAC TCAGTGACTC AGTGAGTAAT

401  AAAGACTTAG TGACTTATRA TCCTGTTCTA ACTGCCTGTC CTTGTTGTCC

451  CCAAGGAAGC AGCTTACTGC TCTCTGAGGA GGACCCCTTC CCTGGAAGGT

501  AAAACTAAGG ATGTCAGCAG AGAAGGGTTT CCACCATTGG TGCTTGGTCA

551  AAGGGGAAAC TGATGAGCTC ACTCTAGATG AGRGGGCAGT GAGGGGGAGA

601  CAGAGACTCG AATTTCCGRA GGCTATTTCA GTTTTCTTTT CCGTTATGTG

651  CAATTTCACT TATGATACCG GCCAATGCTT TGTTGCTATT TTGGAAACTC

701  CCCTTAGGGG GTACCCCTTA ACTGGCCCTA TAAAGAGCCA GCCTGAGCTG

751  CAGAGGATTC CTGCAGAGGA TCCTGTGACA GCACGTGGAC CTCCCAC

	Site1
	133
	262

(SNP1)
	330 (SNP2)
	419
	583
	Site 619 (SNP3)

	133
	*
	0.045
	0.006
	0.001
	0.001
	0.045

	262 (SNP1)
	
	*
	0.167
	0.045
	0.018
	0.003

	330 (SNP2)
	
	
	*
	0.006
	0.006
	0.003

	419
	
	
	
	*
	0.001
	0.018

	583
	
	
	
	
	*
	0.018

	619 (SNP3)
	
	
	
	
	
	*


1Variable sites incorporated into the association analysis for ASGE are shown in black; variable sites that were not used are shown in gray. For all three gray sites at CCL5, only one individual in the ASGE set was heterozygous at each site.

Table S7. CXCR4

	001  AATAAAGCAT AGTTATAGAA TAATAAAGCA CTATTCACGA ATTGGTTACC

051  ACTATTATGA AATTACTGAG CAATGCACAG CTACGTCTGA TCACAGTCTC

101  CAGAATTATG CCAARTCCTA CCTTCTTCTG AAAGTATCTC CTAATTATCT

151  GCACCTGACC CTTGTGATGC TGTGAATGTG CACGTATAGT TACATCCTCC

201  GAAAGAAGGA TCTTTACTCC TTTTTTCTTC TGAATAGGCT GCGTGTGCTG

251  ARAGCGCGGG GAATGGCGTC GGAAGCTTGG CCCTACTTCC AACATTGCCG

301  CCTACTGGTT GGGTTACTCC GGCAAGTCAC TTCCCCTCCC TGGGCCTCAG

351  TGTCTCTACT GTAGCATTCC CAAGTCTGGA ATTCCATCCA CTTTAGCAAG

401  GATGGACGCG CCACAGAGAG ACGCGTCCCT AGCCCGCGCT TCCCACCTGT

451  CTTGAGGCGC ATCCCGCTTT TCTCAAACTT AGCAAACGCC TCTGGGAGGT

501  CCTGTCCCGC TCCAGACTCA CTACCGACCA CCCGCGAACA GCAGGGTCCC

551  CTGGGCTTCC CAAGCCGCGA ACCCCTCCGC CCCGCCCGTG CGCCCTCCTT

601  CCTCGCGTCT GCCGCTCTCC CCTACCCCGC CTTCTCCCTC CGCGCCCCAG

651  CGGCGCATGC GCGGCGCTCG GAGCGTGTTT TTATAAAAGT CTGGCCGCGG

701  CCAGAAACTT CAGTTTGTTG GCTGCGGCAG CA

	Site1
	115

(SNP1)
	252 

	115 (SNP1)
	*
	1

	252
	
	*


1Variable sites incorporated into the association analysis for ASGE are shown in black; variable sites that were not used are shown in gray. Heterozygosity/homozygosity at site 252 was identical to heterozygosity/homozygosity at site 115 in the ASGE sample set; site 115 was incorporated into the model as a proxy for both SNPs.

Table S8. FY

	001  ARATATGTGC ACACTGATAC ACAGCAAACR TACACAGAGA TCAGCACACA

051  CAAAGAGCCC ACACCCACAT GCACACACCC CTCAGGTGGG ACGGATTCGA

101  CCACCACCAC CTTTCCCCCA AACACATGGC TCTTGAACTG CCTTTCCTTG

151  GATCAAGTTC AAGGGGATGG AGGAGCAGTG AGAGTCAGCC GCCTTTCCAC

201  TCCAATTTCC CAGCACCTCC CTTATCTCTG CTTCACAAGT CACCCAGCCC

251  CCCTCTTTTC CTTCCTTGTG CTTGRAGAGT CTCTACTTGG TGGAAAACCC

301  CCTGGTTTCT CAATCTCCYT TTCCACTTCG GTRAAATGCC CACTTTCTGG

351  TCTCCACCTT TTTCCTGCGT GCAGTCCCAA CCAGTCAAAT CYAACCTCAA

401  AACAGGAAGC CCCGAGGCCA GTGCCCCCCA TAGACCTGAG GCTTGTGCAG

451  GCAGTGGGCG TGGGGTGAGG CTTCCTGATG CCCCCTGTCC CTGCCCGGAA
501  CCTGATGGCC CTCATTAGTC CTTGGCTCTT ATCTTGGAAG CACAGGCGCT

551  GACAGCCGTC CCAGCCCTTC TGTCTGTGAA CCAAACGGTG CCATGGGGAA

601  CTGTCTGCAC CCGGTGAGTA TGGGGCCAGG CCCCACAGTC CT

	Site1
	2

(SNP1)
	30

(SNP2)
	275 
	319
	333 (SNP3)
	Site 392 (SNP4)

	2 (SNP1)
	*
	0.207
	0.101
	NA
	0.033
	0.144

	30 (SNP2)
	
	*
	0.002
	NA
	0.006
	0.050

	275 
	
	
	*
	NA
	0.003
	0.024

	319
	
	
	
	*
	NA
	NA

	333 (SNP3)
	
	
	
	
	*
	0.131

	392 (SNP4)
	
	
	
	
	
	*


1Variable sites incorporated into the association analysis for ASGE are shown in black; variable sites that were not used are shown in gray. For site 275, all individuals in the sample set were heterozygous except one; site 319 reflects the location of a variable site identified in previous work (Tung et al, 2009) but which was not variable in the ASGE sample set.

Table S9. IL10 upstream cis-regulatory region
	001  TTGCAGAGCA GCCCCTGATG TGTAGACCTT CACCTCTCTG TCCCCCTTTT

051  ATATTGTAAG CTCAGGGAGG CCTCTTCATT CATAAAAAGC CACAATCACA

101  GGTTTCCCGG CACAGGATTT TTTCTGCTTA GAGCTCCTCC TTCTCTAACC

151  TCTCTAATAA ACTTAGTTTT CAAATTTTGC ATCGTAAGCA AAAACGATTG

201  GTTGAACATG AACTTCTGCA CAGCTATTTT TAGGATGGGC TACCTCTCTT

251  AGAATAATTT TTTAGCTTCT CAATTAAAAA AAGTTGATTT CCTGGGGAGA

301  ACAGCTGTTC TGTGCGCAGA GGTCCGCAGT TGTGGGTTCC CATTCGCGTG

351  TTCCTAGGTC ACAGTGACGT GGACAAATTG CCCATTCCAG AATACAATGG

401  GATTGAGAAA TAATTGGGTC CCCCCAACCC AGGGTGAATA CCCAAGACTT

451  CTCCTTGCTA ACTTAGACAG TCACCTTAGG TCTGTGGGCC TTAGTTTCCC

501  CAAGTAAAAT GAGGGGGTGG GCTAAATATC CTCAAAGCTC CCAAGAAGCT

551  CTTCCATTTT ACCTTCCAGA GACYGGCTTC CTACAGGACA GGCAGGGTCA

601  CAGGATGTGC TCCAGGCTCC TTTAYCCTAA TTTCATTTGG ATTCTCAGGC

651  ACACATTTCC TCCTCTTCAG CTGTCCCAGG TGTCCCCTAC CCCAACTGTG

701  CTTGGGGGAA GTGGGTAAGA GTAGTCTGCA CTTGCCGAAA GCTTGTTATA

751  TGCTAGTCAG GTAGTGCTYG CCATGACCCC TACCATCTCT ATTTTATAGT

801  GAG

	Site1
	574
	625 (SNP1)
	769 (SNP2) 

	574
	*
	1
	0.015

	625 (SNP1)
	
	*
	0.015

	769 (SNP2)
	
	
	*


1Variable sites incorporated into the association analysis for ASGE are shown in black; variable sites that were not used are shown in gray. Heterozygosity/homozygosity at site 574 was identical to heterozygosity/homozygosity at site 625 in the ASGE sample set; site 625 was incorporated into the model as a proxy for both SNPs.
Table S10. IL10 3’ untranslated and 3’ flanking region
	001  CATCTCTACT AAAAATACAA AAATTAGCYG GGTGTGGTGG CGCACACCTG

051  TAATCCCAGC TACTTGGGAG GCTGAGGCAG GAGAATTGCT TGAACCCAGG

101  AGGCAGAGGT TGCAGTGAGC TGATACCATG CCACTGTACT CCAGCCTGGG

151  TGACAGAGTA AGACTCTGTC TCAAAAAAAT AAAAATAAAA ATAAATTTGG

201  TTCTAATAGA ACTCAGTTTT AACTAGAATT GATTCAGTTC CTCTGGGAAT

251  GTTACATTGT TTGTCTGTCT TCTTGGCAGA TTTTAATTTT GAATAAATAA

301  ATGTATCTTA TTCATATAAT GTTCTGGTGT CCGTTGACTC YTGTCTGACT

351  AAAATTGTTC TCTCGAAGAT CCCAAGACAA AAGAGAATGG GTGAATGAAT

401  TCTGCATTTC AGAGAAAGGA AGCCAGCTAC CCCCTCCCAG GAGAGAGGGA

451  AGGCTCCMAA CCCSATCAGA GAAAAAGCTA TTCTCACTGC AAAAGCCAAC

501  AGCAAAGACA CCATGGTCTT CCCACAACTC AATCCTTCAA AGATTTGCTC

551  CTAAGTYCTT AAAGATCATG CTGATTTTCA AGGCTAAGGA GTAGATTCTA

601  TAGGTACCAA AATTAGAAAG GAAAACAGGG GAAGTTTTTT GGGGTTTGTT

651  TTTGTTTTTG TTTTTGCTTT TTGAGATGGA GTCTCTCCCT GTCTCCCAGG

701  CTGGAA

	Site1
	29 (SNP3)
	341 (SNP4)
	458
	464 (SNP5)
	557 (SNP6) 

	29 (SNP3)
	*
	0.270
	0.270
	0.178
	0.028

	341 (SNP4)
	
	*
	1
	0.667
	0.025

	458 
	
	
	*
	0.667
	0.025

	464 (SNP5)
	
	
	
	*
	0.067

	557 (SNP6)
	
	
	
	
	*


1Variable sites incorporated into the association analysis for ASGE are shown in black; variable sites that were not used are shown in gray. Heterozygosity/homozygosity at site 341 was identical to heterozygosity/homozygosity at site 458 in the ASGE sample set; site 341 was incorporated into the model as a proxy for both SNPs.

Figure S1. ASGE measurements are consistent across sample handling treatments for (a) CCL5 (n = 7 individuals), a gene that exhibits common, large-scale ASGE; (b) CXCR4 (n = 6 individuals), a gene that exhibits significant ASGE at smaller scales; and (c) TAP2 (n = 2 individuals), for which we detected no significant common ASGE. Each line represents a sample from a single individual, subdivided into the three subsample sets, where Set 1 refers to the subsample set treated under ideal conditions; Set 2 refers to the subsample set treated under our standard protocol; and Set 3 refers to the subsample set treated under substandard conditions, as described in the Methods. Points on each line correspond to the mean log2-transformed ASGE value for that subsample for that individual.
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